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Introducao Resultados
Grandes modelos de linguagem pré-treinados apresentam Memoria Alocada Media por Tarefa
desempenho ndo visto antes em processamento de linguagem 7o
natural e moldam uma nova onda de progresso em tarefas de
raciocinio complexo. Entretanto, esta efetividade implica um alto 2000
custo computacional nas fases de treino e ajuste fino.
Para mitigar esse problema, metodos de ajuste fino eficiente,  _*
como 0 LoRA, propoem a adaptacao de uma porcao menor de =
parametros de toda matriz de pesos: £ %%
W =W, + AW = W, + BA. =
Em nosso trabalho, exploramos a pergunta: Os modulos LoRA 2000
Sa0 necessarios em todas as camadas?
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Método Proposto
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Com base em evidéncias experimentais e da literatura,
construimos nosso metodo partindo da hipotese de que nao so 1.10-
existem camadas mais importantes para o ajuste fino de um
modelo de linguagem, mas também que elas sao especificas a
tarefa.

Nesse sentido, associamos a importancia de uma camada
com o seu impacto nas representacoes internas do modelo por DeBERT3-v3 base
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meio da metrica CKA de similaridade. ,.
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Assim, com uma medida de importancia para cada camada, ) ‘ T
adaptamos apenas as N mais importantes, mantendo as demais Tg0-
congeladas durante o processo de treino. =
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