
© 2012 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for  
all  other  uses,  in  any  current  or  future  media,  including reprinting/republishing  this  material  for  
advertising  or  promotional  purposes, creating  new collective  works,  for  resale  or  redistribution  to  
servers or lists, or reuse of any copyrighted component of this work in other works.

Pre-print of article DOI: 10.1109/WACV.2012.6163037  



Mutual Occlusion between Real and Virtual Elements in Augmented Reality
based on Fiducial Markers

Silvio R. R. Sanches1, Daniel M. Tokunaga1, Valdinei F. Silva1, Antonio C. Sementille2, Romero Tori1
1Universidade de São Paulo, São Paulo, SP, Brasil
2Universidade Estadual Paulista, Bauru, SP, Brasil

silviorrs, dmtokunaga, valdinei.freire{@usp.br}, semente@fc.unesp.br, tori@acm.org

Abstract

Augmented Reality (AR) systems which use optical track-
ing with fiducial marker for registration have had an im-
portant role in popularizing this technology, since only a
personal computer with a conventional webcam is required.
However, in most these applications, the virtual elements
are shown only in the foreground a real element does not
occlude a virtual one. The method presented enables AR
environments based on fiducial markers to support mutual
occlusion between a real element and many virtual ones,
according to the elements position (depth) in the environ-
ment.

1. Introduction

Fiducial markers have been an efficient solution to solve
the registration problem in AR environments. The three-
dimensional coordinates of these markers are obtained by
optical tracking and each virtual object is overlaid on a
marker to align it with the real environment.

Methods which use fiducial marker for registration [9,
25, 5, 30, 29, 1] have been used in many areas of AR ap-
plications, such as education [3, 16], entertainment [21, 10]
and industry [22, 29]. Although there are approaches that
use specialized hardware [21, 22], applications based on
fiducial markers are known for allowing an AR experience
with only a conventional camera and a personal computer
[24, 17].

However, in most of these systems, there is no mutual
occlusion support – a real element in the foreground does
not occlude a virtual one in the background. The virtual
elements are always generated as foreground because there
is no information about the depth of the real elements in the
scene. This limitation can produce incoherent scenes which
– in terms of cognitive psychology – may confuse the users
[26]. As shown in Fig. 1, this usually occurs when a marker

is visible1 (not occluded) to the camera and its associated
virtual object is larger than its area.

(a) (b)

Figure 1. An AR environment based on fiducial markers. (a) A
visible marker is more distant from the camera than a real element.
(b) The virtual object is generated in front of the real element.
There is no mutual occlusion between the real and virtual element
of the scene.

According to [11, 34, 2] the mutual occlusion between
real and virtual elements in AR environments enhances the
user’s feeling that the virtual objects truly exists in the real
world, which makes it a strongly desired attribute for certain
applications.

Sophisticated AR systems usually acquire 3D geomet-
ric information from the real environment to enable mutual
occlusion characteristic [11, 34, 12]. This requires specific
hardware based on laser emission [31, 12], HMDs usually
based on binocular video for stereo [32, 6, 34] or a moving
camera [20] for depth estimation. However, when a sin-
gle static webcam and a personal computer are application
requirements, other strategies must be adopted. In [15], a
method is presented which tracks the 3D silhouette of an
object using only one camera to provide an occlusion shape,
but the solution requires user interaction, which makes it not
applicable in real-time.

In order to make a real element appear in front of a vir-
tual one in an AR environment a real element must be ex-

1When a marker is not fully visible to the camera, it cannot be detected
by optical tracking, and its associated virtual object is not rendered. How-
ever, there are methods with strong marker occlusion resilience able to
estimate pose and position from a not fully visible marker [1].
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tracted from the video frame for later insertion in front of
the virtual one. In AR applications this process must be
sufficiently computationally efficient to attain live stream-
ing speed. Many real-time segmentation techniques can be
found in the literature.

Traditional methods for this purpose presume that the
video frame has been captured in a controlled environment,
with a single color as background (usually blue or green)
and with the environment lights configured to keep that
color uniform [28, 19, 27, 7]. Briefly, these methods isolate
the element of interest by removing the known background
color which produces segmentation with low error.

Recent approaches developed by [13, 4, 33], in turn,
make it possible to extract elements not only in real-
time, but also from natural images (without a single color
background). Although these methods are error-prone,
videochats and videoconferencing systems, which replace
the original background of a frame before sending it to re-
mote users [4, 33], have become potential applications.

In this research, mutual occlusion was achieved by com-
bining a real-time segmentation method – which extract
a real element – with OpenGL framebuffer operations –
which recover the pixels belonging to virtual objects imme-
diately after rasterization. The latter information was used
to reduce the area to be segmented in order to decrease pix-
els misclassification in the segmentation process for natural
environment with natural background.

2. Methodology for Real Element Extraction

As discussed in section 1, the locations of the real el-
ements are not known for most AR applications based on
fiducial markers. Despite the fact that these coordinates can
be obtained by fixing a marker in the real element (element
of interest for the application) it is still necessary to extract
these elements from their original background.

The probabilistic model proposed in [4] was used for
foreground extraction in our solution. This model uses an
energy minimization framework, in which a frame is repre-
sented as an array z = (z1, z2, · · · , zn, · · · , zN ) of pixels
in the YUV color space, indexed by the single pixel n. A
frame at time t is denoted zt.

Temporal derivatives are denoted ż =
(ż1, ż2, · · · , żn, · · · , żN ) and computed as żtn =
|G(ztn) − G(zt−1

n )| each time t with a Gaussian ker-
nel G(.) at a scale of σt pixels. Spatial gradients are
denoted g = (g1, g2, · · · , gn, · · · , gN ) where gn = |∇zn|
are computed by convolving the images with first-order
derivative of Gaussian kernels with standard deviation σs

(we use σs = σt = 0.8, as in [4]) .
Spatio-temporal derivatives are computed only on the Y

channel. Motion observations are denoted m = (g, ż) and
the segmentation task is to infer a binary label αt ∈ {F,B}

with F and B denoting foreground and background, respec-
tively.

The model is a Conditional Random Field (CRF) [14]
which models the conditional probability

p(α1, . . . , αt|z1, . . . , zt,m1, . . . ,mt) ∝ exp−

{
t∑

t′=1

Et′

}
(1)

where
Et = E(αt, αt−1, αt−2, zt,mt). (2)

The energy Et associated with time t is a sum of terms in
which likelihood and prior are not entirely separated. The
energy decomposes as a sum of four terms:

E(αt, αt−1, αt−2, zt,mt) = (3)
ηV T (αt, αt−1, αt−2) + γV S(αt, zt)

+ρUC(αt, z) + φUM (αt, αt−1,mt),

in which the first two terms are “prior-like” and the second
two are observation likelihoods. η, γ, ρ and φ are normaliz-
ing parameters.

The temporal prior term V T (·) imposes a tendency to the
temporal continuity of segmentation labels. Second-Order
Markov chain is used in the energy minimization frame-
work to incorporate the intuition that a pixel that was in
the background at time t − 2 and in the foreground at time
t− 1 is far more likely to remain in the foreground at time t
than to go back to the background. The temporal transition
priors are learned from labeled data [18].

Spatial prior term V S(·) is an Ising term, imposing a ten-
dency to the spatial continuity of labels. This term is inhib-
ited by high contrast.

Color likelihood term UC(·) evaluates the evidence for
pixel labels using the color distributions in the foreground
and in the background. Likelihoods are modeled as his-
tograms in the YUV color space.

The motion likelihood term UM (·) uses spatial and tem-
poral (computed from frames t − 1 and t) derivatives m =
(g, ż) to capture the characteristics of the features under
foreground and background conditions. The motion like-
lihood is learned from some labeled ground-truth data [18]
and then stored as 2D histograms to be used in likelihood
evaluation.

3. Composition of the Augmented Reality En-
vironment

In order to build an Augmented Reality environment we
presumed that there is one real element in foreground and
many virtual objects in the scene. One marker is fixed in the
real element to obtain it position and the others are overlaid



Figure 2. Scene composition process. (a) Original image with fiducial markers. (b) Virtual object in foreground generation. (c) Mask
containing the pixels belonging to the virtual object in the foreground. (d) Foreground layer extracted using the mask. (e) Foreground
layer overlaid the virtual object in the foreground. (f) Virtual object in the foreground overlaying the foreground layer. Mutual occlusion
between real and virtual layers is achieved.

by virtual objects, as in traditional fiducial-marker-based
applications (Fig. 2(a)).

The current frame sent by a camera is analyzed by the
system to estimate pose and position of the fiducial markers.
Next, the virtual objects in which their associated markers
are more distant from the observer than the marker fixed
on the real element are rendered. This incomplete version
of the scene is sent to OpenGL framebuffer to generate a
rasterized image which contains the virtual objects (Fig.
2(b)). After that, this rasterized image is recovered from
the framebuffer to generate a mask to help the segmentation
process (Fig. 2(c)).

The main challenge to solve the mutual occlusion prob-
lem in AR applications is the real element extraction. Meth-
ods for real-time image segmentation in natural environ-
ments are known to be error-prone, which can make them
unsuitable for AR applications.

Our method, which uses the algorithm described in sec-
tion 2 to generate a foreground layer (Fig. 2(d)), does not
show all the pixels of the foreground layer in order to avoid
misclassified pixels exhibition. Only the area of the fore-
ground layer that overlies the virtual one needs to be shown.
In other words, the area to be segmented (or shown to the
user) is limited by a mask that contains the pixels belong-
ing to virtual objects in the background (Fig. 3). Thus, the
foreground layer is overlaid on the current image in order
to show the real element as foreground (Fig. 2(e)). Finally,
if there are virtual objects closer to the observer than the
real element, these objects are generated as foreground (Fig.
2(f)).

4. Experimental Results
Our new method for scene composition is validated in

this section. First, the qualitative results of our implemen-
tations of the segmentation method are shown. These tests
verify the robustness of this algorithm when their parame-
ters are adjusted for best performance in AR applications
based on our method. The scene composition with mu-
tual occlusion is validated by several video sequences which
show AR environments that support mutual occlusion. The

(a) (b) (c)

Figure 3. Region of the frame where the foreground layer is visi-
ble. (a) A frame from the SEQ1 with the virtual objects. (b) The
mask recovered from the framebuffer which contains the pixels
belonging to the virtual objects in foreground. (c) Reduced area in
which the segmentation must be applied.

reduction of the area to be segmented in a frame in order to
reduce pixels misclassification is demonstrated by using a
ground-truth.

4.1. Segmentation Tests

In order to test the segmentation method for natural en-
vironment, a more complex setup was required for its ini-
tialization and parameter adjustment. A ground truth [18]
was used, the videos were labeled from 5-to-5 or 10-to-10
frames to obtain the temporal prior and the motion likeli-
hood as well as to obtain the optimal parameters used in
CRF (η = 0.0018, γ = 1, ρ = 0.0338, φ = 0.0413) shown
in Eq. 3. Fig. 4 show the qualitative results of the natural
segmentation method.

(a) (b) (c)

Figure 4. Segmentation. (a) Original image. (b,c) The original
background was replaced with a constant white color by the algo-
rithm shown in Eq 3.

4.2. Scene Composition Experiments

In order to show the results obtained, an environment
with two markers was built: (1) a marker fixed on the real



element and (2) a marker fixed on an object in the environ-
ment. In this video sequence, the real element moves from
the background to the foreground. The correct occlusion
can be visualized in Fig 5.

(a) (b)

(c) (d)

Figure 5. Scene composition. (a) A frame from SEQ2 sequence
in which an original environment contains two fiducial makers. A
virtual object was rendered over the marker fixed in the environ-
ment. The actor in the foreground (b,c) moves to the background
(d). Note that the mutual occlusion was achieved.

The main problem in applications which use methods for
segmentation in natural environments is the pixels misclas-
sification in the segmentation task. Changes in lighting, dis-
tracting events such as element moving in the background
and camera shake are situations that may occur while the
video is being captured, which may generate segmentation
errors [4, 33].

In order to avoid a large number of errors, the total of
the pixels analyzed in the segmentation task was decreased,
as shown in section 3. 30 frames (320x240 pixels) of the
three sequences which simulate a typical fiducial-maker-
based AR environment were analyzed to show that the seg-
mentation method discussed in section 2 is suitable for our
approach. Fig 7 shows that few segmentation errors were
displayed to the user. Lowering the number of pixels clearly
lowers the number of misclassified pixels.

The real element remains between the virtual ones in all
the frames in SEQ1, and the segmentation area is limited
by the virtual object in the background. In turn, the real el-
ement moves from the background to the foreground three
times in SEQ2, and the virtual one moves from the fore-
ground to the background in SEQ3. In this last sequence,
there were no visible markers in the initial frames. Fig. 6
compares the total frames analyzed in SEQ1, SEQ2 and
SEQ3 sequences.

Next, such test sequences were labeled (5-to-5 frames)
to quantify the segmentation errors in order to demonstrate
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Figure 6. Percentage of frames analyzed in SEQ1, SEQ2 and
SEQ3 frame sequences.

the applicability of the natural environment segmentation
method in our approach. Most test sequences contain near
stationary foreground since the segmentation method preci-
sion is smaller in this situation (the segmentation algorithm
is based on pixel movement).

Fig. 7(a) and 7(b) show the percentage errors in the
SEQ1, SEQ2 and SEQ3 sequences when the fully and the
partial image (virtual objects in the background area) are
analyzed, respectively.
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Figure 7. Quantitative Analysis. (a) Total errors when the full pix-
els are analyzed. (b) Total errors when the segmentation is applied
in AR application based on our method (only the virtual objects
in the background area). Note that the image was segmented only
where the real element occludes a virtual one and there was at least
one marker visible in the background.

Although our method allows mutual occlusion in
fiducial-maker-based AR applications, some limitations
were found in our solution. As the real element is asso-
ciated with a fiducial marker, the latter is an image layer
(2D element). In addiction, the scene must have a single
real element moving in the environment.

A final demonstration of our method is shown in Fig. 8.
The color likelihood model was manually initialized in the
first frame for this demonstration.

5. Conclusion

The mutual occlusion is an important characteristic in
AR systems since it allows a coherent visualization of the
scene. However, AR systems based in fiducial markers usu-
ally generate the virtual objects in the foreground. The



(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 8. The final demonstration. An AR environment based on fiducial marker with mutual occlusion. (a) A real environment with three
visible markers. (b,c,d) Three frames from SEQ1 which show an AR environment without mutual occlusion. (e,f,g,h) Four frames from
SEQ1 which show an AR environment with mutual occlusion. In order to hide the marker fixed in the real element, a coherent virtual
object overlays it.

method presented here allows the generation of the AR en-
vironments which support mutual occlusion between real
and virtual layers by combining a method for real-time fore-
ground extraction and framebuffer operations.

The approach presented for this proposal reduces the
segmentation area, which is limited by the virtual objects
in the background. Quantitative evaluation has confirmed
the validity of the proposed method and highlighted advan-
tages with respect to segmentation of the full image. This
made natural environments segmentation methods applica-
ble in this context since the number of segmentation errors
is lower than in applications such as videoconferencing or
videochats, in which all the pixels misclassified in a frame
must be shown to the user.

Next, we would like to apply a method for fractional
pixels transparency [23] to achieve antialiasing effects on
the edges of the real element. A method for subject assess-
ment [8] should be applied to verify if the mutual occlusion
achieved based on layers influences the user’s perception
concerning the depth of the real and virtual elements in the
scene. We believe that our approach has potential appli-
cation in teleconferencing, videochats and educational sys-
tems in which an AR environment based on fiducial markers
can be used to build a scene.

Methods with strong marker occlusion resilience able to
estimate pose and position from a not fully visible marker
[1] may be suitable to be used with our approach since the
situations in which our method is useful (when there are
markers recognized in the background with large objects
associated with them) occur more frequently.
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